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Mutations are changes in an organism’s genetic material. They are
fundamental to evolution but also central to our understanding of
disease, as they can alter the function of proteins, disrupt cellular
processes and ultimately impair the health of the organism. Despite
their importance, the effects of nearly 98% of mutations in humans
remain unknown.

Many state-of-the-art (SOTA) predictors have been developed to
predict the effect of single mutations, often relying on evolutionary
information that captures how the sequence of specific proteins has
evolved over time. However, few methods can account for the
combined effects of multiple mutations. These interactions - known
as epistasis - play a crucial role in evolution, genetic stability, and
disease, but remain poorly understood.

Language Models (LMs), such as ChatGPT, have in a very short time
become ubiquitous in society. LMs provide a powerful framework for
modelling statistical dependencies in sequences of words. Just as LMs
learn word relationships in natural language, protein LMs (pLMs) infer
statistical dependencies between amino acids.

This dissertation addresses four central questions: (1) How do pLMs
perform compared to current SOTA in predicting single and multiple
mutation effects? (2) Can inclusion of evolutionary information
enhance their predictive performance? (3) Do pLMs capture epistasis
and reflect underlying biophysics? (4) Can we meaningfully interpret
them for biological applications?

To explore these questions, we developed a novel evolutionarily
constrained foundation model for predicting mutation effects in
biologically and clinically relevant contexts, such as cancer driver
mutation classification. The results reveal that, while SOTA predictors
have made progress, they often suffer from key limitations, especially
overreliance on structural data and biases toward well-studied genes.
PLM-based approaches, on the other hand, can mitigate these
challenges, even when their encoded knowledge remains only partially
understood.

Overall, this work contributes to improving mutation effect prediction
as well as providing a deeper biological understanding of pLMs
themselves. It also enables further development of diverse clinical and
experimental applications.
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