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The senses are our only means of receiving information from the outside 
world, yet we possess an inner world full of meaning and emotion. How 
does the semantic richness of cognition emerge from meager perception? 
The Information Dynamics of Thinking (IDyOT) is a theoretical cognitive 
architecture that specifies how a deep hierarchy of cognition is built from 
the substrate of perception using a minimal set of mechanisms.  These 
mechanisms act upon spectral knowledge representations (SKR) and are 
guided by information dynamics. Unfortunately, sufficiently general 
mathematical formalisms that satisfy the requirements of SKR and 
information dynamics have remained open questions. In this work, I 
present resonance spectral knowledge representation and contrast 
information dynamics as the foundations of IDyOT. 
 
From quantum mechanics to musical acoustics, the phenomenon of 
resonance occurs throughout nature whenever a system oscillates 
according to its natural frequency. I suggest that resonance alone 
accounts for the totality of mental representation, where meaning is 
explained by relations within and between resonance spaces.  I show that 
resonance spaces model aspects of music perception, such as musical key 
affinity and interkey distance.  Angles and distances between structures 
in resonance spaces correspond to the empirically perceived similarity 
between musical concepts.  In practice, resonances allow us to 
circumvent the Fourier uncertainty principle, resulting in high resolution 
spectral analysis. To this end, I present the discrete resonance 
spectrogram, a succinct and clear visualization of a signal’s spectral 
structure. Beyond IDyOT theory, the resonance methodology has broad 
applications throughout signal processing and spectral analysis. 
 
The information dynamics of perceptual stimuli are not only evident in 
neural activity, but also manifest in psychological phenomena such as 
expectation and uncertainty.  In the same way that the temperature itself 
remains unchanged whether you use Fahrenheit or Celsius, in order to 
measure information dynamics, the information associated with 
continuous stimuli must be independent of the coordinate system. I 
present contrast information as a coordinate-invariant, dynamic 
information measure that applies uniformly to both discrete and 
continuous processes.  I then derive the temporal variants of contrast 
information to measure such properties as the predictability, Markovity, 
and determinacy of a specific sequence at specific points in time. 
Beginning from first principles, I use these variants to derive liminal 
contrast, a quantity that signals the information-theoretic segmentation 
of sequential data.  Beyond IDyOT theory, the contrast information 
framework can be applied more broadly in time series analysis, statistical 
modeling, and machine learning. 
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