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Elke dag staan mensen voor keuzes die meerdere, vaak tegenstrijdige
doelstellingen omvatten: kosten tegenover kwaliteit, veiligheid
tegenover snelheid, of persoonlijk voordeel tegenover maatschappelijk
belang. Zulke trade-offs leveren zelden één “juiste” oplossing op, en
worden nog uitdagender wanneer meerdere beslissers betrokken zijn.
Reinforcement learning biedt een krachtig raamwerk voor het
construeren van kunstmatige agenten die autonoom handelen in
complexe, onzekere omgevingen, en via vallen en opstaan leren hoe zij
doeltreffende beslissingen kunnen nemen. Toch richt het merendeel
van de bestaande benaderingen zich op één enkele doelstelling, en
negeert daarmee de trade-offs die eigen zijn aan echte besluitvorming.
Dit proefschrift pakt die leemte rechtstreeks aan. Het centrale thema
is hoe we agenten kunnen ontwerpen die in trade-offs kunnen denken:
agenten die over meerdere doelstellingen kunnen redeneren en
optimaal kunnen handelen onder onzekerheid.

De bijdragen ontvouwen zich in drie samenhangende delen. Eerst
overbruggen we single- en multi-objective reinforcement learning door
te laten zien hoe decompositietechnieken het mogelijk maken om
gevestigde single-objective methoden uit te breiden naar het leren van
het Pareto front, een klassieke oplossingsverzameling die efficiénte
trade-offs vastlegt voor specifiecke beslissers. Op deze basis
introduceren en  analyseren we  vervolgens alternatieve
oplossingsconcepten die de voorkeuren van beslissers directer
weerspiegelen, waarbij we formele theoretische garanties ontwikkelen
en hun praktische relevantie aantonen. Ten slotte richten we ons op
multi-agent systemen en formuleren we een nieuwe reductie van multi-
objective naar single-objective games, die niet alleen nieuwe
theoretische inzichten oplevert maar ook de overdracht van krachtige
algoritmen tussen domeinen mogelijk maakt.

Door sterke verbindingen te leggen tussen multi-objective en single-
objective paradigma's, legt het proefschrift een fundament om
toekomstige vooruitgang te versnellen, zodat ontwikkelingen in het ene
veld direct kunnen worden vertaald naar het andere. Deze vooruitgang
brengt ons dichter bij systemen die hun gedrag kunnen aanpassen aan
verschillende  belanghebbenden, conflicterende  doelstellingen
transparant kunnen afwegen, en verantwoordelijk kunnen opereren in
veiligheidskritische omgevingen in de echte wereld.




